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Brittle–ductile transition in F82H and effects of irradiation
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Abstract

We present here a computer simulation model for prediction of the shift in the brittle–ductile transition with irradiation
dose. The model is based on discrete dislocation simulation, and is applied to the ferritic/martensitic steel, F82H. The sim-
ulated crack system involves microcracks embedded in the plastic zone of a macrocrack. The inherent scatter in fracture
toughness measurements are studied by using a size distribution for microcracks, distributed on the crack plane of the
macrocrack. The criterion for fracture is the propagation of any of these microcracks located at a distance ahead of
the macrocrack. The fracture toughness of F82H at various temperatures is estimated by using measured irradiated
and unirradiated yield stress values. Using the yield stress–temperature dependence; the shift in the transition temperature
with the irradiation dose is simulated and compared with experiments. Furthermore, the observed scatter in fracture
toughness measurements is found to be the result of the distribution in the size of microcracks.
� 2007 Elsevier B.V. All rights reserved.
1. Introduction

Predicting the dependence of the ductile–brittle
transition temperature (DBTT) on the irradiation
dose is important to the safety and reliability of
fusion power plants. These steels have microstruc-
ture similar to that of ferritic steels widely used in
nuclear reactor pressure vessels, and their mecha-
nism of fracture is believed to be similar as in other
class of ferritic steels. Odette and He [1] used finite
element solutions for crack-tip fields combined with
microscopic fracture stress variation with tempera-
ture to explain the master curve representation of
fracture. Experimental findings [2,3] indicate that
the microscopic fracture stress is not sensitive to
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temperature, and the toughness of F82H depends
on temperature and other variables.

Discrete dislocation simulations of crack-tip
plasticity have been successful in predicting the
brittle–ductile transition (BDT) of simple single
crystalline materials (e.g., 4). The advantage of this
approach over continuum methods is that funda-
mental material properties, such as the velocity of
dislocations and their interactions are treated
explicitly. It was found that the dislocation mobility
plays a significant role in determining the transition
temperature [4]. However, the variation of the dislo-
cation mobility with temperature alone cannot
explain the BDT behavior of microstructurally com-
plex materials, like steels [5]. Recently, we intro-
duced a discrete dislocation simulation model in
which the effects of crack-tip blunting are incorpo-
rated by using elastic stress fields of blunted cracks
[6]. Here, we extend our model to the case where
.
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microcracks of varying sizes are distributed on (and
near) the crack plane.
2. Model and method of calculation

2.1. Problem formulation

It is experimentally established that: (a) the mea-
sured microscopic fracture stress (at microcracks) is
several orders of magnitude higher than that of the
pure Griffith value [2,3] (b) several cracked brittle
particles are generally present in the fractured spec-
imens [2,7]; (c) pre-cracks (macrocracks) blunt sub-
stantially before the fracture of the specimen occurs
in the transition region [8]; (d) the size of carbide
precipitates in the matrix has a Poisson distribution
[14]. Based on these experimental observations, the
present model has the following features.

(1) We consider the emission of dislocations and
subsequent shielding from the microcrack-tip. (2) A
distribution of microcracks is placed on (and near)
the plane of a macrocrack. (3) The failure criterion
is that cleavage crack propagation from any of these
microcracks near the main crack represents failure.
(4) Blunting of the macrocrack is accounted for by
modifying the crack-tip field. (5) The size distribu-
tion of microcracks is assumed to follow a Poisson
distribution; based on the observed fact that car-
bides sizes has a Poisson distribution and most of
them crack early in the loading cycle by due to the
plastic deformation of the matrix.
2.2. Overview of the calculation method

A schematic of the model is shown in Fig. 1. On
loading, a semi-infinite crack (macrocrack) with
microcracks ahead of it on its crack plane emits dis-
Fig. 1. The geometry of the model used: microcracks (in carbide
particles) are distributed in the crack plane ahead of the
macrocrack. The propagation of any of the microcracks is the
failure criterion in the simulation.
locations from sources near the crack-tip. The arrays
of emitted dislocations form the plastic zone of the
crack. The macrocrack may also blunt due to dislo-
cation emission. The plastic zone developed at the
macrocrack modifies the field ahead of it to that of
an elastic–plastic material with hardening [9]. The
microcracks placed in this field experience a tensile
stress and are assumed to propagate, leading to frac-
ture when the tensile stress on these particles reach a
critical value rF. During loading, dislocations are
emitted from source positions when the resolved
shear stress reaches a value 2sy, where sy is the fric-
tion stress experienced by dislocations and is due
to the effect of all types of obstacles on dislocation
motion. The resolved shear stresses are obtained
using expressions for a finite crack [10] and a semi-
infinite crack [11] for the microcracks and macro-
crack, respectively. Emitted dislocations move with
a velocity based on the following expression:
when

sxij j > sy ; vxi ¼
sxi � sy

sxi

� �
sxij jð ÞmAe �Ea=kTð Þ and

for sxij j < sy ; v ¼ 0:

Parameter values were obtained by fitting the data
of screw dislocation motion in iron [12]. The value
of m has a linear dependence on temperature, T,
m = 400/T + 1.2, T is in K, A = 3.14 · 10�4

m s�1(MPa)�m and Ea = 0.316 eV. The parameter
values corresponding to screw dislocations in ele-
mental iron used should be acceptable, since the
movements of dislocations are controlled by the
friction stress rather than the velocity it acquires.
When the dislocations are in equilibrium the role
of dislocation velocity is to move them to there equi-
librium position for a given load and dislocation
distribution. When dislocations are in their equilib-
rium positions, the temperature and strain-rate
dependence of measured fracture toughness (KF),
plastic zone size (dF), crack-tip opening displace-
ment, etc. are determined only by the temperature
and strain-rate dependence of the friction stress
(sy). The applied load is incremented at a rate dK/
dt (=0.01 MPa

p
m s�1); a variable time step is used

to make sure dislocations move as an array and
numerical instabilities are avoided.

The simulations are performed in two stages:
microcracks are first loaded to failure and the
obtained microscopic fracture stress (rF) values
are then used as the fracture criterion in the macro-
crack simulations.
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3. Results and discussion

3.1. Microcrack simulation: calculation of

microscopic fracture stress (rF)

A through-thickness microcrack shown in the
inset of Fig. 2 is loaded monotonically, and disloca-
tion sources are allowed to emit dislocations along
four symmetric slip planes (a 0 = 70�5 0) around the
crack. To mimic the triaxial stress field surrounding
the microcrack embedded in the plastic zone of a
macrocrack, we modified the expressions for the
stress fields given in [10] by substituting the applied
normal stress with the yield stress. Dislocations are
emitted from source positions (here chosen as 4b,
b = 2.54 Å); following an earlier study on the effect
of source position [9] along the slip planes. The
stress fields of emitted dislocations shield the
crack-tip from external load. Once moved to their
equilibrium positions, the amount of shielding from
each dislocation is calculated using expressions from
[10] and the total shielding at the crack-tip is
obtained by summation. The crack-tip stress inten-
sity is calculated at each time step and when it
reaches a pre-assigned critical value k = KIc = 1.0
MPa

p
m (the Griffith value estimated for Fe with

surface energy of 2 J m�2), the crack is assumed to
propagate and the corresponding applied load is
the microscopic fracture stress (rF).

The microscopic fracture stress (rF) is estimated
for a range of crack sizes from 0.1 to 5 lm. Fig. 2
shows rF as a function of the inverse square root of
crack size (a), it should be noted that the relation is
linear for small crack sizes but deviates for large
cracks indicating the greater influence of emitted
Fig. 2. The microscopic fracture stresses (rF) as a function of
crack size (a), the values of rF is shown for different friction
stresses (their values in MPa are shown as labels); in the inset is
the geometry of crack-dislocation configuration).
dislocations. The rF is estimated for different friction
stresses as well. It should be noted that the fracture
stress (rF) values of any given crack size overlay
one another, and thus (rF) is practically independent
of temperature consistent with many of the experi-
ments (e.g. [2]). From the best fit curve we interpolate
the value of rF for a given crack size and friction
stress. The value of rF thus obtained is used to calcu-
late the macroscopic fracture toughness (KF).
3.2. Generation of microcrack distribution

To mimic the Poisson distribution [14] of micro-
cracks on the crack plane (mainly originating from
the carbides) we generated microcracks with a
Poisson distribution of mean radius of 0.5 lm; and
uniformly distributed in a 50 · 50 lm square region.
The density of microcracks is taken to be 0.06/lm2,
comparable with the microstructure of typical steels.
A typical size distribution of microcracks is shown
in Fig. 3. The fracture stress values corresponding
to each of these microcracks are estimated from
the interpolation of microscopic fracture stress data
(in Fig. 2) and are used as input in the next stage of
simulation.
3.3. Macrocrack simulation: calculation of fracture

toughness (KF)

The macrocrack is assumed to be semi-infinite,
with dislocation sources close to the crack-tip.
Dislocations are emitted simultaneously along the
two slip planes, symmetrically oriented to the crack
plane and inclined at 70.5� to the crack plane. The
Fig. 3. The distribution of sizes of the microcracks is shown; a
Poisson distribution with mean radius of 0.5 lm is used. A plot of
distribution of microcracks uniformly distributed in the crack-
plane is shown in the inset.



Fig. 4(b). The number of dislocations emitted as a function of
friction stress for the six different microcrack configurations.

Fig. 4(c). The plastic zone size (dF) calculated at KF as a function
of friction stress is shown.
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initial source position (x0) along the slip plane is
chosen to be 4b, where b is the magnitude of Burgers
vector. As the load is increased, dislocations are
emitted and the crack-tip is blunted. The radius
of the blunted crack q is taken to be equal to
Nb sina, where N is the number of emitted disloca-
tions, and a is the slip plane angle. As blunting
increases: (a) the crack tip fields are modified to be
that of a blunted crack [13] (b) source positions
are chosen to be equal to the crack-tip radius, (i.e.
x0 = q), (c) the notional crack-tip from which the
image stress of dislocations is calculated is moved
back to the center of curvature of the blunted crack.
The distribution of microcracks obtained in the pre-
vious section is placed ahead of the macrocrack on
the crack plane beyond a distance Xmin = 10 lm (i.e.
is about a grain diameter). At each time step, the
stress ahead of the crack at distances Xp’s (the
microcracks are assumed to be at these positions)
along the crack plane are calculated. The fracture
criterion is the tensile stress (rp

yyÞ at any of the par-
ticles (at distance X i

pÞ reaching ri
F. The applied load

at the macrocrack gives the fracture toughness (KF).
We used six different distributions of microcracks

for each friction stress; here we report the results
obtained for friction stress values from 300 to
600 MPa. As shown in Fig. 4(a), when the friction
stress is decreased, the applied stress intensity K
required for the tensile stress at X i

p to reach the
critical value ri

F increases rapidly. Two factors con-
tributing to this exponential increase could be the
decrease in the tensile stress at the microcrack due
to crack-tip blunting and the increasing effects of
the stress field (predominantly compressive) from
emitted dislocations. This can be seen in Figs. 4(b)
Fig. 4(a). The fracture toughness (KF) as a function of friction
stress for cases with six different microcrack configurations is
plotted. The mean value curve is also shown.
and 4(c) where the number of dislocations emitted
(NF) and plastic zone size (dF) for each friction
stress measured at fracture, K-applied = KF is
shown. The plastic zone size is the distance mea-
sured along the slip plane of the farthest dislocation
from the crack-tip. This exponential increase in the
fracture toughness corresponds to the transition
from brittle to ductile behavior.

Fig. 5(a) shows the scatter of the radius of micro-
cracks that leads to fracture. It should be noted that
the size of the microcracks that lead to fracture in all
cases are around 2–3 lm and the scatter of these
values is very narrow and independent of the fric-
tion stress; which is consistent with many experi-
mental findings [2]. On comparing the size of these
microcracks with Fig. 3, where a typical size distri-
bution of the crack size is shown, it can be seen that
the microcracks that lead to fracture are among the
largest in any given sample. However it should be
noted from Fig. 5(b), that the distance of these



Fig. 6. The fracture toughness values from Fig. 4(a) are plotted
as a function of temperature using yield stress–temperature of
unirradiated and irradiated F82H. For comparison experimental
fracture toughness data from unirradiated and irradiated F82H
are also plotted [15]. The closed symbols correspond to unirra-
diated and open symbols correspond to irradiated data. The
mean value curves are shown as continuous lines. The broken
lines are guides to show the band of toughness values.

Fig. 5(a). The size of microcracks that lead to fracture for
different friction stresses corresponding to Fig. 4(a).

Fig. 5(b). The distance of microcracks that leads to fracture in
each simulation reported in Fig. 4(a).

Fig. 5(c). The standard deviations of KF, a, and Xp values
respectively plotted in Figs. 4(a), 5(a) and 5(b).
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microcracks from the macrocrack-tip varies sub-
stantially from case to case and is widely scattered.
Even though the Xp is widely scattered, it is found
that it is not correlated with the scatter of measured
KF (compare Figs. 4(a) and 5(b)); whereas it appears
that the crack size distribution is correlated with KF

(compare Figs. 4(a) and 5(a)) even though their
scatter is narrow. This can be further confirmed
from Fig. 5(c), where the standard deviations of
data in Figs. 4(a), 5(a) and 5(b) are shown. It can
be seen that variation of standard deviation of KF

and microcrack radius, a are similar; whereas that
of the KF and Xp are not correlated.

In Fig. 6, the calculated values of fracture tough-
ness are compared with the fracture toughness mea-
surements of unirradiated and irradiated F82H [15].
The friction stress is taken as sf = ry/

p
3, where ry is

the experimentally measured uniaxial yield stress.
The results from our calculations are shown as
closed and open triangles for unirradiated and
irradiated cases respectively. It can be seen that
the range of the fracture toughness values, the
increase in fracture toughness with temperature,
the shift in transition temperature with irradiation
and the scatter in KF values are qualitatively cap-
tured with the present model. It should be noted
that the shift in the fracture toughness versus tem-
perature curve with the irradiation dose and the
more gradual nature of the increase in fracture
toughness with irradiation are recovered.

4. Summary and conclusions

We presented a dislocation simulation model to
study the ductile–brittle transition in F82H steels.
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We find two factors that contribute to the sharp
increase in the fracture toughness with temperature
are: (a) the increase in the mobility of the emitted
dislocations and (b) the effect of crack-tip blunting
of the macrocrack. However, usually the experimen-
tal measurements of fracture toughness with tem-
perature show wide scatter in values. To address
this problem of inherent scatter, we carried out a
series of simulations using a distribution of micro-
cracks situated randomly in the crack plane ahead
of the macrocrack. On analyzing the statistics of
these simulations we found that (a) one among the
largest microcracks initiates the fracture in each
realization, and (b) the inherent scatter arises from
the variation in the size of the microcrack that initi-
ates the fracture and not from the variation of its
distance from the macrocrack tip. Finally the shift
in brittle–ductile transition temperature with irradi-
ation was recovered in the simulation by inputting
the corresponding yield stress–temperature data
from both irradiated and unirradiated samples.

The two dimensional simulation presented here is
an ‘approximate’ model in the sense we do not
account for the complex dislocation mechanisms
occur in 3D; like dislocation multiplication
processes, which may become significant at higher
temperatures near the transition temperature. How-
ever, it should be noted that our model still captures
the sharp transition at the brittle–ductile transition
temperature.
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